
5

ORIGINAL ARTICLES

5

Machine learning for predicting the outcomes and risks of cardiovascular 
diseases in patients with hypertension: results of ESSE-RF in the Primorsky 
Krai 

Nevzorova V. A.1, Plekhova N. G.1, Priseko L. G.1, Chernenko I. N.1, Bogdanov D. Yu.2, Mokshina M. V.1, 
Kulakova N. V.1

Aim. To assess the prospects of using artificial intelligence tech-
nologies in predicting the outcomes and risks of cardiovascular 
diseases (CVD) in patients with hypertension (HTN).
Material and methods. A software application was created for 
data mining from respondent profiles in a semi-automatic mode; 
libraries with data preprocessing were analyzed. We analyzed the 
main and additional parameters (35) of CVD risk factors in 2131 
people as a part of ESSE-RF study (2014-2019). To create a fore-
casting model, a high-level language Python 2.7 was used using 
object-oriented programming and exception handling with multi-
threading support. Using randomization, learning (n=488) and test 
(n=245) samples were formed, which included data from patients 
with an established diagnosis of HTN.
Results. The prevalence of HTN among subjects was 34,39%. 
There were following significant factors for predicting CVD: anthro-
pometric parameters, smoking, biochemical profile (total choles-
terol, ApoA, ApoB, glucose, D-dimer, C-reactive protein). As a 
result of a 5-year follow-up, CVD was found in 235 people (32,06%) 
with HTN and 187 people (13,38%) without HTN; mortality rates 
were 1,27% in subjects with HTN and 1,12%  — without HTN. The 
absolute mortality risk among participants with HTN (0,037) was 
significantly higher (p<0,05) than in patients without HTN (0,017). 
To create a neural network (NN), the basic Sequential model from 
the Keras library was used. During machine learning, 26 variables 
important for the CVD development were used as input and 9 neu-
rons  — as output, which corresponded to the number of estab-
lished cardiovascular events. The created NN had a predictive 
value of up to 97,9%, which exceeded the SCORE value (34,9%).

Conclusion. The data obtained indicate the importance of risk fac-
tor phenotyping using anthropometric markers and biochemical 
profile for determining their significance in the top 20 predictors of 
CVD. The Python-based machine learning provides CVD prediction 
according to standard risk assessments.

Key words: cardiovascular risk factors, hypertension, artifi-
cial intelligence.
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wing inclusion criteria: signed informed consent, age 
24‑65 years, full completion of the questionnaire, 
available data on cardiovascular RF. The exclusion 
criteria were refusal to participate and active cancer. 
A total of 2,800 people were included in the study; 
2131 of them (76,1%) completed the program by 
2019. Patterned sampling using the data adjustment 
algorithm was carried out in a computer program for 
extracting data from respondents’ questionnaires in a 
semi‑automatic mode (Figure 1).

We analyzed the prevalence of main RF: over‑
weight with body mass index (BMI) calculation, 
waist circumference (WC), BP and pulse pressure 
(PP) levels; heart rate (HR), smoking, sedentary life‑
style; SCORE 10‑year mortality risk (in individuals 
≥40 years old and ≤65 years old) based on gender, 
age, systolic blood pressure (SBP), total cholesterol 
(TC) and smoking status. BP levels were evaluated in 
accordance with the guidelines [6], where BP ≥140/90 
mm Hg belongs to HTN. Family history of heart 

Most often, to predict the risk of cardiovascular 
diseases (CVD), multivariate regression analysis 
models are developed, which combines data on a 
limited number of established risk factors (RF). Such 
an algorithm assumes that all included RF are lin‑
early associated with CVD outcomes and are charac‑
terized by limited interaction between each other or 
its absence. Due to such a limitative approach to 
modeling and predictors, these algorithms, in par‑
ticular, the Framingham, SCORE, and DECODE 
equations, demonstrate insufficient prognostic effi‑
ciency [1]. In various areas, including in medicine, 
the most effective prognostic approach is data min‑
ing, especially, deep neural networks (DNN). For 
now, there are many libraries ready for use, on the 
basis of which it is possible to use DNN in practice. 
Such a methods based on machine learning (ML) 
increase the efficiency of risk prediction through the 
use of data warehouses with the independent identi‑
fication of new risk predictors and complex interac‑
tions between them. There is a small number of stu‑
dies on the prospects of using ML to predict CVD 
risk. Some studies showed that, compared with the 
above equations, ML significantly increases the 
accuracy of CVD risk prediction and, as a result, the 
number of patients who could benefit more from pre‑
ventive measures before the onset of severe manifes‑
tations [2‑4].

The current study presents the potential value of 
using ML to develop a model for CVD risk prediction 
using blood pressure (BP) data. We prospectively 
analyzed data obtained by a cross‑sectional examina‑
tion of 2800 residents of the Primorsky Krai without 
CVD. This examination was conducted from 2014 to 
2019 as a part of ESSE‑RF study. To develop a risk 
prediction model, we used the modern automated 
high‑level language Python and open‑source neural‑
network library Keras. Learning and optimization of 
DNN were carried out using the Adam algorithm. 
The prognostic value of DNN in healthy general 
population, including a clinically significant sub‑
group of patients with hypertension (HTN), was 
assessed.

The aim of the study was to assess the prospects of 
using artificial intelligence technologies in predicting 
the outcomes and risks of CVD in patients with 
HTN.

Material and methods
As a part of the ESSE‑RF study (2014‑2019), 

cross‑sectional examination of Primorsky Krai resi‑
dents was performed [5]. This study was performed in 
accordance with the Helsinki declaration and Good 
Clinical Practice standards. To form a representative 
sample, we used the continuous method by an indi‑
vidual invitation of participants. There were follo‑
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Figure 1. Study design flowchart. 
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LP, USA). Continuous variables are represented as 
medians with interquartile intervals; the comparison 
was carried out using the Student’s t‑test. To com‑
pare discrete variables, the Chi‑squared test or the 
Fisher’s exact test were used. The cumulative proba‑
bilities for CVD were estimated using the Kaplan‑
Meier method and compared using a log rank test. To 
assess the impact of various variables on the CVD 
risk, univariate and multivariate regression models 
(Cox proportional‑hazards model) were used. Haz‑
ard ratios and 95% confidence intervals with corre‑
sponding p‑values are presented. The differences 
were considered significant at p<0,05. The effective‑
ness of ML prediction algorithms was assessed using 
a validation coefficient.

The study was supported by the grant of Russian 
Foundation for Basic Research (№ 19‑29‑01077).

Results and discussion
Characteristics of the study population. Complete 

information on 2131 participants was determined 
using a randomized algorithm for computer data 
adjustment (Table 1). The mean age of participants at 

disease, smoking and alcohol status was determined 
by anamnesis collection. The parameters of lipid pro‑
file (TC, triglycerides (TG), low density lipoproteins 
(LDL) and high density lipoproteins (HDL), 
lipoprotein(a) (LP(a)), apolipoprotein A (ApoA), 
apolipoprotein B (ApoB)), glucose, creatinine, uric 
acid, D‑dimer, C‑reactive protein (CRP) levels were 
determined.

For neural network data analysis, a high‑level 
language Python 2.7 (Python Software Foundation 
License) was used based on object‑oriented pro‑
gramming with exception handling mechanism and 
multithreading support. After analysis of Python 
libraries (TensorFlor, Keras), Keras was used to initi‑
ate ML. Learning and optimization of the DNN were 
carried out according to the Adam algorithm (adap‑
tive moment estimation) with the calculation of 
adaptive learning rate for each parameter. Adam also 
keeps an exponentially decaying average of past 
squared gradients AdaDelta and past gradients m

t
, 

similar to momentum.
Statistical processing was carried out using the 

software package Stata 11.2 and R 3.2.1 (StataCorp 

Table 1
Clinical and laboratory characteristics of the subjects

Parameters  
(M±m)

Group of healthy individuals  
(n=1398)

Group of hypertensive patients  
(n=733)

Mean age, years 42,68±11,45 51,56±9,82*
Height, cm 168,82±0,25 168,02±0,36
Weight, kg 75,62±0,44 85,44±0,63*
Body mass index, kg/m2 26,47±0,14 30,35±0,22*
Waist circumference, cm 85,97±0,39 96,71±0,53*
Mean SBP, mm Hg 123,87±0,27 156,48±0,58*
Mean DBP, mm Hg 75,39±0,22 89,19±0,39*
Mean PP, mm Hg 48,49±0,22 67,29±0,50*
Mean HR, bpm 74,91±0,32 77,75±0,68*
Total cholesterol, mmol/L 5,49±0,03 5,87±0,05*
LDL, mmol/L 3,49±0,03 3,76±0,04*
HDL, mmol/L 1,45±0,01 1,4±0,01*
Triglycerides, mmol/L 1,24±0,02 1,67±0,04*
LP(a), mg/dl 20,19±0,65 20,62±0,92
АpoА, g/l 1,76±0,01 1,81±0,02*
АpoВ, g/l 0,82±0,01 0,89±0,01*
Glucose, mmol/L 5,23±0,03 5,86±0,08*
Creatinine, μmol/L 69,12±0,44 71,55±0,77*
Uric acid, μmol/L 315,87± 2,71 356,38±4,01*
D-dimer, μg/L 212,30±7,16 186,05±4,93*
C-reactive protein, mg/L 2,63±0,16 3,78±0,25*

Note: differences are significant at * — p<0,05.
Abbreviations: PP — pulse pressure, LP(a) — Lipoprotein(a), ApoA — apolipoprotein A, ApoB — apolipoprotein B, DBP — diastolic blood 
pressure, HDL — high density liproproteins, LDL — low density liproproteins, SBP — systolic blood pressure, HR — heart rate.
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the study beginning was 45,75 (11,7) years (men  — 
874 (41%)). During the 5‑year follow‑up (5‑95th 
percentile: 3,4‑4,7 years), 422 cases of CVD were 
detected in the age range of 60,2±5,6 years for men 
and 61,1±4,8 years for women. In the group of people 
without HTN (n=1398), CVD was established in 
13,38% (n=187), while among HTN people 
(n=733)  — in 32,06% (n=235). According to the 
International Classification of Diseases (ICD‑10), 
angina was detected in 51,06% of HTN people; atrial 
fibrillation and f lutter  — in 11,06% and 14,44% of 
people with and without HTN, respectively; old 
myocardial infarction  — in 5,53% and 9,09% of 
people with and without HTN, respectively; unspe‑
cified stroke — in 6,81% of people with HTN. In the 
HTN group, the absolute mortality risk was signifi‑
cantly higher than in individuals without HTN (0,037 

vs 0,017, respectively; p <0,05); the relative mortality 
risk was 2,146.

CVD risk predictors. The revealed statistical dif‑
ferences in the studied RF between HTN (experi‑
mental) and non‑HTN (comparison) groups are 
presented in Table 1.

All participants had excess body weight. Among 
people with HTN, the mean BMI was higher com‑
pared with non‑HN individuals (p=0,00001). WC 
in men did not exceed the recommended value 
(highest value  — 98,5±0,67 cm). Compared with 
comparison group, women of the experimental 
group had higher WC (95,13±0,78 cm vs 82,89±0,49 
cm; p<0,0001).

The PP level exceeded the threshold level among 
HTN participants, while the maximum value 
(68,88±0,71 mm Hg) was observed in women. The 

Table 2
Parameters included in the machine learning algorithm  

(data from hypertensive patients) 

Risk Factors  
(M±m)

CVD  
(n=293)

Without CVD  
(n=440)

P

Women, % 67,8 42,65 -
Mean age, years 52,67±0,85 52,16±0,50 0,61
Smoking, % 33,9 39,53 -
Height, cm 165,87±0,94 167,48±0,52 0,02*
Weight, kg 85,12±1,57 85,25±0,91 0,94
Body mass index, kg/m2 31,03±0,55 30,42±0,30 0,33
Waist circumference, cm 97,33±1,35 97,47±0,79 0,92
Thigh circumference, cm 107,43±0,95 107,40±0,56 0,97
Mean SBP, mm Hg 156,29±1,59 157,55±0,85 0,48
Mean DBP, mm Hg 87,52±0,91 89,64±0,58 0,05
Mean PP, mm Hg 67,91±0,73 69,08±1,43 0,46
Mean HR, bpm 76,83±1,27 77,26±0,62 0,76
Glucose, mmol/L 5,77±0,13 5,96±0,13 0,31
Total cholesterol, mmol/L 5,92±0,12 6,01±0,07 0,51
HDL, mmol/L 1,40±0,03 1,40±0,02 1
LDL, mmol/L 3,83±0,10 3,86±0,06 0,79
Triglycerides, mmol/L 1,66±0,09 1,68±0,06 0,85
LP(a), mg/dl 20,09±0,4 20,22±0,2 0,77
ApoA, g/l 1,84±0,04 1,85±0,02 0,82
ApoB, g/l 0,89±0,02 0,92±0,01 0,18
C-reactive protein, mg/L 3,34±0,61 3,78±0,34 0,52
Creatinine, μmol/L 68,93±0,95 72,04±1,30 0,05
Uric acid, μmol/L 353,56±8,98 354,29±5,56 0,94
D-dimer, μg/L 178,99±9,82 185,92±6,16 0,55

Note: differences are significant at * — p<0,05.
Abbreviations: PP — pulse pressure, LP(a) — Lipoprotein(a), ApoA — apolipoprotein A, ApoB — apolipoprotein B, DBP — diastolic blood 
pressure, HDL — high density liproproteins, LDL — low density liproproteins, SBP — systolic blood pressure, HR — heart rate.
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mg/dl, respectively; p=0,704). Non‑HTN men had 
slightly higher mean value of LP(a) (20,70±1,09 mg/
dl) compared with HTN men (18,16±1,28 mg/dl), 
but this difference was not significant.

It is assumed that ApoA and ApoB levels may be 
decisive in determining the atherosclerosis risk, espe‑
cially when other lipid parameters do not exceed the 
norm and/or there are no manifestations of vascular 
damage [7]. There were significant differences 
between experimental and comparison groups in 
ApoA (p=0,025) and ApoB (p=0,00001) levels.

Compared with the experimental group, non‑
HTN patients had higher levels of D‑dimer (Table 1) 
(p=0,0026). Also, a significant (p=0,0001) difference 
was found between non‑HTN (236,51±1,56 μg/L) 
and HTN women (190,51±5,72 μg/L).

The mean values of CRP were higher in HTN 
individuals compared with non‑HTN individuals, 
regardless of gender. The differences between groups 
were significant (p=0,0001).

Thus, statistical processing revealed following sig‑
nificant factors: anthropometric parameters  — 
height, weight, BMI, WC; blood biochemical para‑
meters  — levels of TC, fasting glucose, ApoA and 
ApoB, D‑dimer and CRP.

ML model for predicting CVD outcomes in HTN 
patients. Various programming languages are used to 
create DNN, where basic mathematical operators 
and multidimensional arrays are supported. These 
include such interpreted C languages as Python, 
which we used for ML. To develop the DNN, we 
used the basic sequential model from the Keras 

mean HR in the groups was within the acceptable 
range.

The mean TC level exceeded the normal value in 
all subjects. The highest mean LDL value (3,88±0,05 
mmol/L) was noted in women with HTN. A signifi‑
cant difference in HDL levels was found between 
HTN and non‑HTN women (p=0,007). The mean 
TG level exceeded the norm only in HTN men 
(1,77±0,08 mmol/L).

Fasting glucose >5,6 mmol/L is considered to be 
the RF for diabetes and CVD. Significant differences 
between the groups were found (p<0,001). Exceeding 
the threshold level was observed in all HTN partici‑
pants.

The mean creatinine level did not exceed accep‑
table values in 100% of cases. However, the studied 
groups had significant differences in terms of this RF 
(p=0,006). The highest mean creatinine level was 
318,80±4,96 μmol/L in HTN women.

LP(a) is an atherogenic lipid variant, which has a 
high prognostic value for atherosclerosis and CVD, in 
particular, coronary artery disease. Acceptable values 
of LP(a) are in the range of 5‑18 mg/dl. There were 
no significant differences of this RF between HTN 
and non‑HTN groups (20,62±0,93 vs 20,19±0,65 
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(Figure 3). During testing, accuracy decreased to 
95,5% (Figure 3).

Classification analysis. To assess the clinical sig‑
nificance of our results, we compared our model with 
the SCORE model in predicting CVD risk. At this 
operating point, the basic SCORE model correctly 
predicted 145 CVD out of 465 cases (sensitivity  — 
61,7%, predictor coefficient — 1,5%). Our ML model 
correctly predicted 230 CVD out of 733 subjects 
(sensitivity  — 97,9%). The resulting difference is 
36,2% of increase in the accuracy of predicting CVD 
using ML methods.

Conclusion
The study showed that ML methods can be 

effectively used for cardiovascular risk prediction. 
The Python‑based method provides CVD predic‑
tion using standard risk assessments. The use of the 
randomization function for selecting variables, fol‑
lowed by use of Cox regression methods allows 
improving prediction. The results also indicate the 
importance of advanced phenotyping of the subjects 
using anthropometric markers and blood biochemi‑
cal parameters, when determining the top‑20 pre‑
dictors for CVD.

The Multi‑Ethnic Study of Atherosclerosis 
(MESA) showed that indicators such as age, inflam‑
mation, and vascular diseases prevails in death prog‑
nosis. It is also indicated that impaired glucose 
metabolism an HTN is associated with stroke prog‑
nosis, and markers of subclinical atherosclerosis are 
central to the prognosis of various CVD [8]. The ML 
method used by us is unique in that it demonstrates 
the patterns of predictor changes that differ for spe‑
cific disease outcomes. Relatively high accuracy val‑
ues (from 86 to 98%) indicate the acceptability of 

library, which is represented by multiple layers com‑
bining to a Rumelhart multilayer perceptron. Using 
the randomization function X_train, X_test, y_train, 
y_test=train_test_split (X,Y,test_size=0,40, ran‑
dom_state=42), 2 samples were formed from the 
total data array: learning (n=488) and test (n=245, 
Figure 1). These included data from patients with 
established HTN. Of all the subjects with HTN 
(n=733), 144 participants were smokers, 170 — for‑
mer smokers, 419 — non‑smokers. Input layer of the 
prediction model included 26 most important vari‑
ables (Table 2, Figure 2). Hidden layers were deter‑
mined empirically: the first layer, where the matrix of 
weighting coefficients and the matrix of input data of 
previous neurons are multiplied (15 neurons); the 
second layer contained the result of minimizing the 
error (8 neurons), and the third layer was used to 
refine the prognosis (10 neurons). The output layer 
consisted of 9 neurons, each of which corresponded 
to the number of events belonging to the ICD‑10 
diagnosis (Table 3).

Learning and optimization of DNN were carried 
out according to the Adam algorithm, which calcu‑
lates adaptive learning rates for each parameter. 
Adam keeps an exponentially decaying average of 
past squared gradients AdaDelta and past gradients 
m

t
, similar to momentum. The Adam algorithm dif‑

fers from other adaptive methods in the rapid learn‑
ing rate and efficiency. Changes of the DNN accu‑
racy in the learning and testing processes are pre‑
sented in Figure 3.

The sample size for the ML was 66,6% of all HTN 
subjects. Learning and optimization of DNN was 
carried out in 1000 epochs. As a result of testing using 
the Adam algorithm, the DNN accuracy reached 
97,9%, and the loss value was in the range 10‑7‑10‑8 

Table 3
Stratification of hypertensive subjects aged  

24-65 years without CVD at the study beginning,  
depending on the presence of first cardiovascular event after a 5-year follow-up

№ № ICD-10 code Disease Number of persons Specific weight
1 I20.8 Other forms of angina pectoris 120 51,06%
2 I48 Atrial fibrillation and flutter 26 11,06%
3 I25.2 Old myocardial infarction 13 5,53%
4 I64.0 Unspecified stroke 16 6,81%
5 I70.2 Atherosclerosis of native arteries of the extremities 26 11,06%
6 I20.1 Angina pectoris with documented spasm 14 5,96%
7 I69.3 Sequelae of cerebral infarction 7 2,98%
8 I69.4 Sequelae of stroke, unspecified 6 2,55%
9 I20.0 + I21.9 Acute coronary syndrome  

(unstable angina and acute myocardial infarction)
7 2,98%

Abbreviation: ICD-10 — International Classification of Diseases.
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using this ML method in cardiovascular risk estima‑
tion. The advantage of current study is the consider‑
ation of anthropometric data, the results of labora‑
tory tests and other important predictors of CVD. 
Thus, combination of ML and advanced phenotyp‑
ing increases the accuracy of predicting cardiovascu‑
lar events in HTN population. The developed 

approaches allow to more accurately understand 
markers of subclinical diseases without a priori guess 
on their nature.

Relationships and activities: the study was sup‑
ported by the grant of Russian Foundation for Basic 
Research (№ 19‑29‑01077).
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